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Abstract We describe two research projects about sol-

ving problems in Computational Linguistics using An-

swer Set Programming, and we conclude with several

lessons learned from these projects.

Answer Set Programming (ASP) [14] is a knowl-

edge representation approach for solving combinatorial

problems using logic programming with rules.

OmSieve is a project about Coreference Resolution

(CR). CR includes (i) finding those phrases in texts

that refer to an entity in the world, e.g., ‘he’ or ‘the

sun’; and (ii) grouping these phrases according to the

entity they refer to. In OmSieve we applied ASP to

the following two tasks.

Automatic consolidation of coreference annotations.

We created a Turkish CR corpus [17] by collecting CR

annotations from volunteers. Independent annotations

of the same document were often inconsistent. There-

fore, we collected a large number of annotations with

the goal of automatically reconciling them. We used

ASP to implement the CaspR1 tool for combining CR

annotations [16] into a single solution that (i) corre-

sponds optimally with the majority of annotators and

(ii) obeys linguistic structural constraints. We plan to

integrate CaspR into a CR GUI such as MMAX2 [12] or

BART [18] for making it accessible for NLP researchers.
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1 https://github.com/knowlp/caspr-coreference-tool

Coreference Resolution Sieve in ASP. The Stanford

Sieve [10] predicts CR annotations by performing a se-

quence of CR decisions that are controlled by rules im-

plemented in Java. We realized these rules and the se-

quential decision making framework in ASP in order

to weaken the sequentiality of the Sieve approach: we

wanted conflicts that become apparent in late stages of

the decision sequence to be able to undo wrong deci-

sions that were made early in the sequence. In partic-

ular we aimed to apply semantic constraints from our

previous work [11]. Representing the Sieve in ASP was

challenging because many details of the Sieve were only

accessible in Java source code. Moreover, the ASP en-

coding of a single document contained many auxiliary

atoms. To fit into a reasonable amount of memory, we

reformulated the encoding multiple times. This made

reasoning feasible but the encoding became less intu-

itive. This effort concluded in a MSc thesis, however we

did not reach our original goal of increasing the accu-

racy of the Sieve using semantic knowledge resources.

Inspire is a project where we focus on interpretation

of the meaning of given natural language texts.

Interpretation of Language as Abduction. Weighted

Abduction [7] is an approach for interpreting language

using abduction and backward-chaining. To enable inte-

gration of additional semantic reasoning we formalized

this approach as a graph optimization problem and rep-

resented it in ASP [15].2 To achieve computational fea-

sibility, we used the Python APIs of the Clingo [6] and

WASP [2] ASP systems to generate certain constraints

2 https://bitbucket.com/knowlp/asp-fo-abduction
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lazily during combinatorial optimization. Recently, we

used this application in an empirical comparison of ASP

lazy evaluation methods for constraints [5].

Interpretable Semantic Similarity (iSTS). The iSTS

competition [1] requires splitting sentences into phrases

(chunking) and creating labeled links between chunks

of sentences according to how their meaning is related

(e.g., ‘puppy’ is more specific than ‘dog’). We used ASP

to implement the existing imperative Java rules of the

NeRoSim system [4]. This provided flexibility for ad-

justing the rules to three subject domains used in the

competition. Our system [8] obtained the third place

in the competition and was the only one that was not

primarily based on machine learning. We also imple-

mented phrase chunking in ASP by learning chunking

rules using Inductive Logic Programming (ILP). We ex-

perimented with several ILP systems and found XHAIL

[13] to be the most robust one, however it was not scal-

able beyond a handful of sentences. Therefore we im-

proved XHAIL: (i) we added a pruning parameter which

adjusts the trade-off between the number of examples

that can be processed and the level of detail of learn-

ing [9], and (ii) we limited solver time and integrated

mixed optimization algorithms [3] which provide lower

and upper optimality bounds.

The improved XHAIL system is publicly available.3

The resulting chunker provides an interpretable com-

pact set of rules for chunking, with a performance that

is a bit below the state-of-the-art chunkers.

Lessons learned. From these projects, we conclude that

(i) there is a need for tools that assist the optimiza-

tion of ASP encodings, (ii) integrating ASP project re-

sults into software of other communities is necessary for

making an interdisciplinary impact with ASP, and (iii)

there is a lot of potential in learning ASP rules from

data, which yields reasonable prediction accuracy and

has the benefit of providing explanations for decisions.
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